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ABSTRACT 
Intrusion Detection System (IDS) protects a system by detecting “known” as well as “unknown” attacks and 

generates the alert for suspicious activities in the traffic. There are various approaches for IDS, but our survey was 

focused on IDS using Self Organizing Map (SOM).  Our survey shows that the existing IDS based on Self 

Organizing Map (SOM) have more computational time and poor detection rate for User-to-Root (U2R) and Remote-

to-Local (R2L) attacks. So, our objective is to improve the detection rate of U2R and R2L attacks along with low 

computational time. From our survey we found that, Growing Hierarchical Self Organizing Map (GHSOM) is 

efficient due to its low computation time compared to traditional SOM model. To achieve our objective, our model 

uses GHSOM algorithm along with proper features selection to improve the performance of U2R and R2L attacks. 

Our empirical result indicates that, there is nearby 75% increase in the detection rate of U2R and R2L attacks by 

using GHSOM approach compare to SOM approach.  

 

KEYWORDS: Intrusion Detection System (IDS), Self Organizing Map (SOM), User-to-Root (U2R), Remote-to-  

Local (R2L), Growing Hierarchical Self Organizing Map (GHSOM). 

 

INTRODUCTION 
An Intrusion Detection System (IDS) is a standard security component, which can detect security breaches and 

notifies to the administrator about the computer attacks, so that proper action can be performed [1] [3]. Various 

approaches are available for IDS; like Data Mining, Neural Network, and Genetic and so on [1] [2]. Amongst them 

Neural Network Approach proved efficient for IDS [1] [25], as it has high accuracy for detecting both “known” as 

well as “unknown” attacks. 

 

The Self-Organizing Map (SOM) is a neural network model for analyzing and visualizing high dimensional data to 

one or two dimension data [15]. SOM proved efficient for IDS but faces some challenges. The neuron grid of SOM 

is predetermined, so sometimes it happen that many neurons do not take part in detection process and unnecessarily 

increases the computational time [7][10][11][12]. Another drawback of SOM is that, there is no standard technique 

to select the neuron grid size; it is done through trial and error basis which is also a time consuming factor. To 

overcome these challenges of SOM, Growing Hierarchical Self Organizing Map (GHSOM) is introduced in which 

the neuron grid grows dynamically as the data is given as an input to the grid [7] [10] [11] [12]. This dynamic nature 

of GHSOM neuron grid will not consist of any waste neuron; so computationally it will require less time compared 

to SOM.  

 

Our survey [24] showed that the root cause of poor detection rate of User-to-Root (U2R) and Remote-to-Local 

(R2L) attacks are: (1) loss of integrity due to normalization of data [5], (2) similarity in records of normal and R2L 

attacks [6] [15] and (3) the records of U2R and R2L attacks are much fewer in comparison to Normal, DoS and 

Probe attacks records in KDD cup 1999 dataset which can affect the training process. Also our survey suggests that, 

feature selection is advantageous to improve the detection rate of IDS. 
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In this paper, our proposed work is focused on improving the detection rate of U2R and R2L attacks using GHSOM 

approach. 

 

RELATED WORK 
During our literature survey in [24], it was identified that SOM and its models are widely used for the IDS with 

different objectives.  

 

The SOM approach was used to detect the anomalies by Pachghare [4]. While for improving the detection rate, 

Wang [5]introduced a co-relation parameter in learning rules of SOM.  Gunes Kayacik [12] and Alsulaiman [3] used 

HSOM to build IDS for higher performance with higher anomalies detection and reduced false positive rate. 

 

Ortiz [11], Palomo [10] and Mansour[7] approach was to improve the performance of IDS using GHSOM .Ortiz 

[11] built IDS to improve the detection rate using GHSOM along with probability labelling method. Palomo [10] 

used GHSOM to deal with the symbolic data and improving the detection rate. Mansour [7] used GHSOM to reduce 

the false alarms. But Ippoliti [6] [9] and Salem [8] along with the performance improvement of IDS also focus on 

the stability of GHSOM. But the problem of poor detection rate of U2R and R2L attacks existed in the majority of 

the IDS based on SOM models. 

 

The Wilson [13] worked to improve the detection rate to U2R and R2L attacks, which is quite similar to our 

objective. Wilson[13] have achieved 13.8% detection rate for U2R attacks but fail to detect the R2L attacks using 

SOM algorithm with hotspot vector and vector pruning technique. In our proposed work we are also improving the 

detection rate of U2R and R2L attacks by using GHSOM approach along with relevant features selection. 

 

PROPOSED WORK 
Our proposed model to improve the performance of U2R and R2L attack is shown in figure 1. Our model uses 

benchmark dataset for IDS i.e. KDD cup 1999 dataset [3] [10] [13]. The KDD cup 1999 dataset need to be pre-

process before usage as it contains symbolic data which are not acceptable by neural network.  

 

 
Figure 1: Proposed Model 

 

In our pre-processing, there are three steps which can be followed in any order. First, as neural network do not 

accept symbolic data, they are converted into numeric data and it is called encoding. Secondly, our model is for only 

Normal, U2R and R2L attacks. So Database Reduction is done where the records of DoS and Probe are prune from 

KDD cup 1999 dataset. Lastly, for improvement of detection rate of U2R and R2L attacks our model uses 16 
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relevant features which are calculated on basis of information gain [22]. The 16 features of KDD Cup 1999 dataset 

which are used are following: 1, 3, 4, 5, 6, 9, 10, 11, 14, 16, 18, 23, 24, 26, 36 and 39. 

 

Now, for classification of attacks our model uses clustering neural network model i.e. GHSOM algorithm. In 

GHSOM algorithm there are seven steps [7]. The following steps are explained in detail, how the GHSOM grid 

dynamically grows and is able to detect U2R and R2L attacks efficiently. 

 

Step 1: Orientation of neuron grid and initialization of parameter α1 and α2. 

  

Initially in GHSOM the neuron grid size is set to 2 x 2 and parameters values are initialized. The parameter α1 is 

responsible for the horizontal growth of neuron grid while parameter α2 is responsible for the vertical growth of 

neuron grid. The value of parameter α1and α2 should be, between 0 and 1 where 1 > α1 >> α2 > 0. 

 

Step 2: Initialization of weight vector. 

 

For parent layer, initialization of weight vector for 2 x 2 neuron grid is done randomly. For the growing grid, the 

new neurons which are introduced into the grid are initialized by averaging the weights of neighbour neurons. While 

for lower sub-layer, weight vectors of neurons are initialized by average of their parent unit’s weight vector. 

 

Step 3: Training of map 

 

A random input is selected from dataset; then Euclidean distance using equation (1) is calculated between input 

vector and each weight vector. The weight vector neuron with minimum distances is considered as Best Matching 

Unit (BMU). Once the BMU is obtain the Neighbourhood function is calculated using equation (2) and weights of 

the neurons are update till tmax or convergence using equation(3).  

 
‖x(t) − wc(t)‖ ≤  ‖x(t) − wi(t)‖                     
i. e.   c = min

i
{ ||x(t) − wi ||}                                 (1) 

 

Nc(x),i = exp( − ‖wc − wi‖ / 2σ(t)2  )                   (2) 

 

wi(t + 1) =  wi(t) +  δ(t)[ x(t) − wi (t)]Nc(x),i             

                                                                                 (3) 

 

 

Step 4 and 5: Calculating quantization error 

 

The mean quantization error (mqei) and Map’s Quantization Error (MQEm) is calculated using equation 

(4) and equation (5) respectively.  

 

mqei = ( 1 / ∏ ) ∑‖wi − xi‖c                                  (4) 

 

MQEm = 1 / Um ∑ mqei                                             (5) 

 

Step 6: Horizontal growth  

 

If MQEm  ≥  α1 ∗   mqeu is satisfied then a new row or column of neurons is insert between the error 

neuron (e) and dissimilar neuron (d).  

 

Step 7: Vertical growth  

 

If mqei  ≤  α2 ∗  mqe0 is not satisfied then a new neuron sub-layer is introduced.  

  

After training is completed using GHSOM algorithm, cluster labelling is required. In cluster labelling, if a neuron 

projects all input vector as normal then is it labelled as normal. If a neuron projects a particular attack then it is 

http://www.ijesrt.com/


[Choksi, Vol.(6): June, 2015]  ISSN: 2277-9655 

  (I2OR), Publication Impact Factor: 3.785  

http: // www.ijesrt.com© International Journal of Engineering Sciences & Research Technology 

 [614] 
 

labelled accordingly. If a neurons projects to both normal and attacks then majority is taken and labelled 

accordingly. If no input vector is projected then neuron is labelled as empty cluster. 

 

For testing, the Euclidean Distance is calculated for input vector and weight vector using equation (1), and BMU is 

selected. The BMU neuron has particular label. That particular label is then assigned to the input vector of test 

dataset.  

 

In our model performance measure is done on the basis of True Positive, True Negative, False Positive, False 

Negative, Accuracy, Precision and Detection rate of individual attacks. Following are the equation used for 

performance analysis. 

 

1) Positive (TP) =  
Correct Detected Attacks

Total no.of Attacks
 

 

2) False Positive (FP) =  
No.of Normal Detected as Attack

Total no.of Normal
 

 

3) True Negative (TN) =  
Correct Detected Normal

Total no.of Normal
 

 

4) False Negative (FN) =  
No.of Intrusion Detected as Normal

Total no.of Attacks
 

 

5) Accuracy =
TP+TN

TP+TN+FP+FN
 

 

6) Precision =  
TP

TP+FP
 

 

7) Detection Rate =  
Correctly Detected Attacks

Total number of Attacks
 

 

EMPIRICAL RESULTS 
In implementation we have carried out two experiments. The first experiment was performed to find the optimized 

value of parameter  𝛼1 and  𝛼2. And the second experiment was performed using various features and dataset for 

performance evaluation. 

  

In pre-processing of KDD cup 1999 dataset we have reduce the training dataset from 4,94,021 records to 98,456 

records and for testing dataset from 3,11,029 records to 77010 records.   
 

Table 1: Accuracy and Precision for different value of   𝜶𝟏 and  𝜶𝟐 

𝛼1 0.1 0.2 0.3 0.4 

𝛼2    
Accuracy 

(%) 

Precision 

(%) 

Accuracy 

(%) 

Precision 

(%) 

Accuracy 

(%) 

Precision 

(%) 

Accuracy 

(%) 

Precision 

(%) 

0.01 95.43 95.37 98.25 97.42 98.04 96.14 97.40 96.23 

0.02 95.72 96.03 96.83 97.55 98.54 98.67 98.15 98.43 

0.03 97.28 95.07 96.53 96.16 97.24 97.92 98.83 99.14 

0.04 96.25 96.92 95.87 95.53 97.30 98.20 98.10 96.56 

0.05 98.09 97.20 97.17 95.70 96.54 97.71 95.42 95.81 

0.06 98.74 97.88 97.25 99.05 97.80 96.15 96.33 96.46 

0.07 95.61 96.16 97.68 97.77 96.70 96.43 97.81 97.77 

0.08 96.33 96.76 96.49 96.86 98.72 99.35 97.68 96.38 

0.09 97.71 98.25 98.02 97.74 97.30 96.99 98.18 98.38 
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Experiment-1: Optimization of Parameter 

This experiment it carried out to find the optimized value for  𝛼1 and  𝛼2 . So that, further experiments where done 

using the optimized value of  𝛼1 and  𝛼2. 

 

 
Figure 2: Accuracy for different values of  𝜶𝟏 and  𝜶𝟐 

 

The table 1 show the exact values of accuracy and precision for different values of  𝛼1 and  𝛼2 .The accuracy is 

highest at 𝛼1 = 0.4 and  𝛼2 = 0.03 as shown in figure 2 and table 3. Hence, further experimentation is done with 

optimized value of 𝛼1 and  𝛼2 i.e. 𝛼1 = 0.4 and 𝛼2 = 0.03.  

 

Experiment 2: Performances Evaluation with different feature and different dataset. 

Experiment 2 is conducted under four different scenarios: 

1. With 16 features and prune dataset having records of Normal, U2R and R2L attacks. 

2. With 22 features and prune dataset having records of Normal, U2R and R2L attacks. 

3. With 16 features and whole KDD cup dataset. 

4. With 22 features and whole KDD cup dataset. 

 

In scenario 1 and 3, the 16 features selected are relevant to U2R and R2L attacks while in scenario 2 and 4, the 22 

features selected are relevant to all attacks. In scenario 1 and 2, the experimentation is done with prune having 

records of Normal, U2R and R2L attacks. From prune train dataset randomly 50000 records are used for training 

and all records of prune test dataset are used for testing. While in scenario 3 and 4, the experimentation is done with 

KDD cup 1999 train dataset random selecting 250000 records for training network and whole test dataset for testing. 

 
Table 2: Experiment with different scenarios and comparison for it with detection rate of various attacks 

Scenario Normal (%) U2R (%) R2L (%) DoS (%) Probe (%) 

1 90.12 70.77 74.55 NA NA 

2 95.58 60.12 64.10 NA NA 

3 95.64 66.20 65.70 73.49 71.82 

4 91.48 64.48 60.76 80.28 82.10 
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Figure 3: Detection rate of various attacks in various scenarios 

 

From the table 2 and figure 3, it can concluded that, in the scenario 1 the detection rate of U2R and R2L attacks is 

highest which our proposed work. And the detection rate obtained for U2R and R2L attacks is 70.77% and 74.55% 

respectively. 

 

COMPARISION OF GHSOM AND SOM 
Now, comparison of the empirical result of GHSOM approach is done with SOM [13], as the objective of both 

works is same, to improve the detection rate of U2R and R2L attacks. 

 
Table 3: Comparison of detection rate in GHSOM approach with SOM approach 

 

Norm

al 

(%) 

U2R 

(%) 

R2L 

(%) 

GHSOM (Proposed 

Work) 
90.12 70.77 74.55 

SOM[13] 82.36 13.80 0 

 

 
Figure 4: Comparison of GHSOM with SOM approach 

 

The table 3 and figure 4, shows the comparison between results of the detection rate of Normal, U2R and R2L 

attacks in SOM and GHSOM algorithm. There is a significant increase in the detection rate of U2R and R2L attacks 

which can be seen in figure 4. Approximate 75% increase is there, in the detection rate of U2R and R2L attacks 

using GHSOM compared to SOM. 
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CONCLUSION 
To improve the detection rate of U2R and R2L attacks our model used GHSOM algorithm and 16 relevant features 

to U2R and R2L attacks. From our survey, the existing IDS based on SOM face difficulties of more computation 

time and poor detection rate of U2R and R2L attacks. To overcome these difficulties, our model used GHSOM 

approach to deal with the more computation time and relevant feature to U2R and R2L attacks to enhance the 

performance. Our empirical result shows that, there is significant improvement in results. As approximately there is 

75% increase in the detection rate of U2R and R2L attacks using our model compared to SOM approach.  
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